
 

 

Random Controlled Trials (RCTs) 
Well-designed RCTs are considered the gold standard for measuring an intervention’s 
impact across many diverse fields of human inquiry, such as education, welfare and 
employment, medicine, and psychology.i  This is based on persuasive evidence that (i) they 
are superior to other methods in estimating an intervention’s true effect; and (ii) the most 
common study designs – including “pre-post” studies and “comparison-group” (or “quasi-
experimental”) studies without careful matching – often produce erroneous conclusions.   
The following discussion elaborates, and also suggests an alternative when RCTs are not 
feasible.   

A. Definition:  RCTs are studies that measure an intervention’s effect by 
randomly assigning individuals (or groups of individuals) to an 
intervention group or a control group.   

For example, suppose that a school district wants to rigorously evaluate whether a 
new teacher professional development curriculum is more effective than the 
district’s existing curriculum.  The district might undertake an RCT which randomly 
assigns teachers to either an intervention group, which receives the new 
curriculum, or to a control group, which uses the existing curriculum.  The RCT 
would then measure outcomes – such as teacher content knowledge or test scores 
of their students – for both groups over a period of time.  The difference in 
outcomes between the two groups would represent the effect of the new 
curriculum compared to the existing curriculum. 

B. The unique advantage of random assignment:  It enables you to assess 
whether the intervention itself, as opposed to other factors, causes the 
observed outcomes.   
Specifically, the process of randomly assigning a sufficiently large number of 
individuals into either an intervention group or a control group ensures, to a high 
degree of confidence, that there are no systematic differences between the groups 
in any characteristics (observed and unobserved) except one – namely, the 
intervention group participates in the intervention, and the control group does not.  
Therefore, assuming the RCT is properly carried out, the resulting difference in 
outcomes between the two groups can confidently be attributed to the 
intervention and not to other factors. 

C. Evidence supporting RCTs:  There is persuasive evidence that  –   

(i)  Well-designed RCTs are superior to other study designs in estimating an  
 intervention’s true effect; and 

(ii) Well-matched comparison-group designs may be a good alternative when an 
RCT is not feasible. 

 
 



Specifically:  

 “Pre-post” study designs often produce erroneous results.   

Definition:  A “pre-post” study examines whether participants in an 
intervention improve or become worse off during the course of the 
intervention, and then attributes any such improvement or deterioration to the 
intervention. 

The problem with this type of study is that, without reference to a control 
group, it cannot answer whether the participants’ improvement or 
deterioration would have occurred anyway, even without the intervention.  
This often leads to erroneous conclusions about the effectiveness of the 
intervention. 

Example.  A pre-post study of Even Start – a federal program designed to improve 
the literacy of disadvantaged families – found that the children in the program made 
substantial improvements in school readiness during the course of the program (e.g., 
an increase in their national percentile ranking on the Picture Peabody Vocabulary 
Test from the 9th to the 19th percentile).  However, an RCT of Even Start carried 
out by the same researchers found that the children in the control group improved 
by approximately the same amount over the same time period.  Thus, the program 
had no net impact on the children’s school readiness.  If the researchers had only 
carried out the pre-post study, and not the RCT, their results would have suggested 
erroneously that Even Start is highly effective in increasing school readiness.ii

 

 The most common “comparison group” study designs (also known as “quasi-
experimental” designs) also lead to erroneous conclusions in many cases.       

Definition:  A “comparison group” study compares outcomes for intervention 
participants with outcomes for a comparison group chosen through methods 
other than randomization.   

For example, a comparison-group study of a new teacher professional 
development curriculum might compare outcomes for teachers who receive the 
new curriculum to outcomes for a group of teachers in a neighboring school 
who do not receive the new curriculum.   

In education and other areas, a number of “design replication” studies have 
been carried out to examine whether and under what circumstances 
comparison-group studies can replicate the results of RCTs.  These 
investigations have shown that most comparison-group studies in education and 
other areas of social policy produce inaccurate estimates of an intervention’s 
effects.  This is because of differences between the intervention and 
comparison groups that differentially affect their outcomes.iii    

 However, well-matched comparison-group studies can produce valuable 
knowledge, and may be a good alternative when an RCT is not feasible.   

Specifically, the design replication studies noted above generally support the 
value of comparison-group studies in which the comparison group is very 



closely matched with the intervention group –e.g., in student test scores prior 
to the intervention, demographic characteristics, time period in which the two 
groups are studied, and methods used to collect their outcome data.  Among 
comparison-group studies, these well-matched studies are the most likely to 
generate valid conclusions about an intervention’s effectiveness.  However, 
their estimates of the magnitude of an intervention’s effect are often 
inaccurate, and in some instances they still produce erroneous overall 
conclusions about whether the intervention is effective, ineffective, or 
harmful.   

This body of evidence therefore suggests that well-matched comparison-group 
studies can establish possible evidence of an intervention’s effectiveness, 
thereby generating good hypotheses that merit confirmation in RCTs.  And in 
cases where RCTs are not feasible or not yet available, such well-matched 
studies may serve as a second-best alternative.   

D. RCTs may not be feasible in some cases – e.g., due to study participants’ 
concerns about random assignment.     

For example, in the MSP program, some schools and/or teachers may have 
concerns about randomly assigning some teachers to a control group that will not 
participate in the MSP project.  We believe there are often effective strategies 
that you can use to address and overcome their concerns (discussed immediately 
below); however, if these are unsuccessful, you may wish to solicit well-matched 
comparison-group studies as a second-best alternative.  If you do, we suggest you 
keep in mind that very careful matching of the intervention and comparison group 
– particularly on student test scores prior to the program – increases the chances 
that the study will produce valid estimates of an MSP project’s effect. 

E.   You may be able to overcome schools’ and teachers’ concerns about 
random assignment through steps such as the following: 
 In cases where an MSP project cannot enroll all eligible teachers due to budget 

or capacity limitations, you can make a strong case that random assignment – 
i.e., a lottery – is a fair way to determine which teachers will participate. 

 You can offer control-group teachers participation in the MSP project after a 
one-year or two-year delay, if the project proves to be effective. 

 You can offer control-group teachers an alternative program of professional 
development.  The RCT would then be evaluating the effectiveness of the MSP 
project compared to that of the other program.   
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